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Abstract: Measurements of electron energy distributions from ultra-intense (>1019 W/cm2) laser-
solid interactions using an electron spectrometer are presented. These measurements were 
performed on the Vulcan petawatt laser at Rutherford Appleton Laboratory and the Callisto laser at 
Lawrence Livermore National Laboratory. The effective hot electron temperatures (Thot) have been 
measured for laser intensities (I2) from 1018 W/cm2m2 to 1021 W/cm2m2 for the first time, and 
Thot is found to increase as (I2)0.340.4. This scaling agrees well with the empirical scaling published 
by Beg et al. (1997), and is explained by a simple physical model that gives good agreement with 
experimental results and particle-in-cell simulations. 

It is well established that high-intensity lasers incident on solid targets can generate 
relativistic electrons [1-4]. Knowing how the laser energy couples to the electrons in the 
target, and what the resulting electron energy distribution is inside the target, is of 
paramount importance in the understanding of virtually all short-pulse high energy 
density physics experiments [5-8] In particular, as a major effort to generate controlled 
thermonuclear fusion, the fast ignition concept [9] relies on effective heating of solid fuel 
target of these short pulse laser produced hot electrons beyond the region of direct laser 
interaction. 

Measuring the hot electron generation and transport are, however, among the most 
difficult experiments, since the electron distribution inside the target cannot be measured 
directly. Instead there are many techniques that employ indirect methods to infer the 
electron temperature inside the target [1, 3], such as K-alpha emission [10] and fast ions 
measurements [11]. These techniques have their own limitations and uncertainties, in 
addition to assumptions or model dependencies that are required to infer the electron 
distribution inside the target. Measuring the escaping electrons from the target is another 
approach that has been widely used [12-15].  While this measurement is clearly related to 
the original electron distribution in the target, it is complicated somewhat by the fact that 
simple models predict that during the interaction, the target will charge up to a few to 
several MeV, thus altering the electron energies before entering the spectrometer [16, 17].

A useful metric to quantify the hot electrons is by using the slope of the hot electron 
energy distribution, hereafter referred to as the effective electron temperature, Thot. 
Assuming the slope of measurable electrons is similar to that which extends to lower 
energies inside the target, one can infer the Thot of the electrons generated from the laser 
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target interaction.  For laser intensities up to I2 = 5x1018 Wcm-2m2, it was found that 
higher laser intensity results in higher effective electron temperatures [3], and based on 
experimental data, Beg et al. [18] found an empirically scaling to be the effective Thot

scaled as (I2)0.3, which is referred as Beg scaling hereafter.  Since then, although the 
laser intensity has reached far beyond I2 = 1x1019 Wcm-2m2 to 1x1021 Wcm-2m2, little 
experimental data is available on the Thot scaling verse laser intensity. This paper presents 
measurements on two distinct lasers where we found that for ultrahigh intensities up to 
I2 = 8x1020 Wcm-2m2, the effective temperature scales like (I2)0.340.4, in substantial 
agreement with the Beg scaling derived from measurements at lower intensities. A simple 
physical model is shown to agree well with both experiment and particle simulations. In 
particular, the model also predicts a slight dependence of effective temperature on 
incidence angle of the laser to the target normal.

The experiments were conducted using a magnetic spectrometer [19] at the Rutherford 
Appleton Laboratory (RAL) Vulcan Petawatt laser facility [20] and the Callisto 
(previously referred as JanUSP) Ti:sapphire laser [21] at the Jupiter laser facility at 
Lawrence Livermore National Laboratory. RAL Vulcan Nd:glass laser delivers about 400 
J of energy onto targets in a 400 fs at full-width at half-maximum (FWHM) temporal 
pulse onto a focal spot of about 7-8 �m at FWHM [22], containing about 60% of laser 
energy. The laser focal spot was measured at low energy (attenuated low energy pulses 
from the OPCPA) using a magnification of 40 microscope objective and 16-bit vacuum 
CCD directly imaging the focus of the parabola. The lineout of the focal spot profile is 
shown in Fig. 1. The p-polarized laser was incident with an angle of 28˚ to the target 
normal. The laser intensity reaches up to 5x1020 W/cm2. The electron spectrometer was
aligned 15 degrees from the laser beam, i.e. 43 degrees off normal, and 79 cm away from 
the target. The parameters of the Callisto laser include a pulse length of 100 fs and 
delivers up to 10 J laser energy at 800 nm.  The laser is focused with an f/2 parabola to a 
focus spot size of about 3.5 m, and the laser intensity ranges from 1017 - 1020 Wcm-2. 
The laser is incident on the various targets at 22.5 degrees off normal. The spectrometer 
was aligned 30 degrees from the laser beam, i.e. 52.5 degrees off normal, and 23 cm 
away from the target.

For the same target configuration (Ag target, 50 um in thickness), the hot electron 
distribution varied significantly as a function of laser intensities, as illustrated in Fig. 2. 
For the same intensity, the electron distribution does not vary much for targets made of 
elements from Al to Ag, a factor of 6 different in nuclear charge Z. The Thot inferred from 
the electron energy distribution from these experiments are plotted in Fig. 3 along with 
the ponderomotive scaling and Beg scaling [18]. The ponderomotive scaling [23] 
proposes an approximately (I2) 0.5 dependence of Thot to laser intensity:

    
kTho t ~ mec

2 1
I2

2.8 1018
1











                                                        

This scaling was proposed to be valid when the plasma interaction density was close to 
critical density. When laser intensities become strong enough to increase the interaction 
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densities to well above critical, this scaling would appear to be an over-estimate, and 
must be modified accordingly as discussed in [23,24]. 

Figure1. The focal spot measured for RAL Vulcan laser.

Figure 2. Electron distributions for 50 mm Ag targets at four laser intensities. The hot 
electron temperatures are 0.04 MeV, 0.5 MeV, 0.8 Mev and 2.8 MeV, respectively, for 
the four intensities from low to high order. The black line is indicative of the background 
levels. 
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Figure 3. Experimental data of Thot versus laser intensity compared with the 
ponderomotive-based scaling (black line) and I0.34 scaling (which overlaps with Beg 
scaling (I0.33). Note that the experimental angle of incidence was 22 degrees to normal for 
Callisto, and 28 degrees for RAL.

The experimental data is simulated using a 2D particle-in-cell (PIC) code WAVE [25]. In 
addition, a simple physical model is presented that helps to understand this scaling. The 
results are shown in Fig. 4 for 1 m laser wavelength, where the simulation and model 
results are plotted relative to the experimental scaling. The details of this model are as 
follows.
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Figure 4.  Simulations using the 2D PIC code WAVE (boxes,  = 45o, circles,  = 22o) 
showing temperature scaling consistent with theory presented in the text.  The I0.34 scaling 
is show for comparison.

Initially, before the main pulse arrives, a prepulse will create a small amount of 
preplasma. For very high laser intensities, the electron density at the interaction surface 
near the critical surface (where the plasma frequency equals the laser frequency) quickly 
increases considerably due to self-steepening as the laser pressure far exceeds the 
material pressure at the critical surface [26]. As the density at this interface increases, the 
electrons that are generated there are less energetic because the shorter the skin depth of 
the plasma due to the increase in electron density allows for less penetration of the laser’s 
electron-magnetic field. This results in lower hot electron temperatures since there was 
less electron acceleration. We can quantify this argument by requiring the electron 
temperature Teff = (-1)mec2 to be equal to the driving electric field of the laser (the 
normal laser component, given by ELaser

.sin , where  is the angle of incidence of the 
laser k vector to target normal) times the distance that it acts over a relativistic skin depth, 
given by c/(1/20). Here,  is the usual relativistic factor for the electrons travelling near 
the speed of light (c), me the usual electron mass, and 0 the frequency of the laser. This 
results in the following equation
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which is then solved for , and placed back into Teff to get an effective temperature for the 
hot electrons. The results of doing this for 22.5 and 28 degrees (used in the two 
experiments) are plotted in Fig. 3 along with the experimental data. This describes the
experimental data better than pure ponderomotive scaling, and is very close to that 
inferred from the data presented in the Beg et al., [18] publication. Clearly, this only 
holds when the incident angle is substantial. As one approaches normal incidence and 
lower intensity, a ponderomotive [23, 24] and Brunel-type heating [27] will again be 
better predictors of the effective temperature. An interesting outcome of this model is a 
clear prediction that larger angles of incidence will give higher temperatures. Usually, the 
error in experimentally determining the temperature is greater than the difference in 
temperature predicted for the two angles used in the experiments.  However, we can 
demonstrate the effect with the 2D PIC simulations. We simulated two very different 
cases: 22 degrees, and 45 degrees. The simulations were carried out using the 
electromagnetic, relativistically correct WAVE code. The results are shown in Fig. 4. The 
simulations used a fixed ion plasma with a density of 40 times critical, and a scale length 
of L = ncritdx/dn = 0.02 c/0. The laser, which was on for 30 fs, was quickly ramped up to 
a constant intensity, so that an unambiguous intensity could be used in order to compare 
with the theoretical prediction. The results, along with the predictions from Eq. (3), are 
shown in Fig. 4. For a given intensity, the simulations show a dependence of temperature 
on angle that is in good agreement with the theoretical predictions, as well as agreeing 
with the experimental data for the case of 22 degrees. 

In summary, we have presented experimental measurement of hot electrons at laser 
intensity up to 5x1020 W/cm2. A fit to the experimental data at high intensity revealed that 
the scaling of hot electron temperature proportional to 0.34 power of the laser intensity. 
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We present a simple theory that reproduces this scaling. A side effect of this model is that 
it predicts a dependence of the hot electron temperature with angle. This effect was 
clearly observed in 2D PIC simulations.

This work was performed under the auspices of the U.S. Department of Energy by the 
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experiments. We also wish to thank Drs. Max Tabak and Andreas Kemp for useful 
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